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Abstract— Data Mining refers to extracting or mining knowledge from a huge amount of data. Clustering is an important data analytic 
technique which has a significant role in data mining application. Clustering is the method of arranging a set of similar objects into a group. 
A widely used partition based clustering algorithm is k- means clustering. Among various types of clustering techniques, K-Means is one of 
the most popular algorithms. The objective of K-means algorithm is to make the distances of objects in the same cluster as small as 
possible. But this algorithm also has some limitations. These limitations can be reduced by some improvements in existing algorithm. This 
paper has been proposed a modified technique of K-Means clustering approach which is better in the process in large number of clusters. 
The proposed algorithm can give better result whether dataset contain outlier and also can handle large number of data set and produce 
result with a minimum period of time compare to the other clustering technique. 

Index Terms— Data Mining, Clustering, K-means Clustering, Weighted Average 

——————————      —————————— 

1 INTRODUCTION                                                                     

Clustering is a technique of grouping data objects into a object 
so that the data in the same cluster are similar. A cluster is col-
lections of data that are similar to one another are in same clus-
ter and dissimilar to the objects are in other clusters. The de-
mand for organizing the sharp increasing data and learning 
valuable information from data, which makes clustering tech-
niques are widely applied in many application areas such as 
Neural Network, Biology, Data Mining, Image Processing, Ma-
chine Learning, Pattern Recognition, Psychology, Telecommu-
nication, Banking Industry, Statistics and so on. Clustering is 
unsupervised learning and do not rely on predefined classes. In 
clustering we measure the dissimilarity between objects by 
measuring the distance between each pair of objects. These 
measure include the Euclidean, Manhattan and Minkowski dis-
tance. 

2 RELATED WORKS 
In order to get efficient and effective result of K-mean algo-
rithm there have been a lot of research happened in previous 
day. All researchers worked on different view and with differ-
ent idea[1]. Krishna and Murty proposed the genetic K-
means(GKA) algorithm which integrate a genetic algorithm 
with K-means in order to achieve a global search and fast con-
vergence. Jain and Dubes recommend running the algorithm 
several times with random initial partitions. The clustering 
results on these different runs provide some insights into the 
quality of the ultimate clusters [4]. Forgy’s method  generates 
the initial partition by first randomly selecting K points as pro-
totypes and then separating the remaining points based on 
their distance from these seeds[2]. Likas  proposed a global K-
means algorithm consisting of series of K-means clustering 
procedures with the number of clusters varying from 1 to K. 
One disadvantage of the algorithm lies in the requirement for 
executing K-means N times for each value of K, which causes 
high computational burden for large data sets. 
 

3 K-MEANS ALGORITHM 
K-means is the simplest and most popular classification clus-
tering method that is easy to implement. The classification 
method can only be used if the data about all the objects is 
located in the main memory [5]. The method is called K-means 
since each of the K clusters is represented by the mean of the 
objects (called the centroid) within it.It is also called the cen-
troid method since at each step the centroid point of each clus-
ter is assumed to be known and each of the remaining points 
are allocated to the cluster whose centroid is closed to it. Once 
this allocation is completed, the centroids of the clusters are 
recomputed using simple means and the process of allocating 
points to each cluster is repeated until there is no change in 
the clusters. 

Figure: Clustering of a set of objects based on the k-means 
method. (The mean of each cluster is marked by a “+”.) 

 
The K-means method uses the Euclidean distance measure, 
which appears to work well with compact clusters. If instead 
of the Euclidean distance, the Manhattan distance is used the 
method is called the K-median method. The K-median method 
can be less sensitive to outliers. 
Algorithm: k-means.  
The k-means algorithm for partitioning, where each cluster’s 
center is represented by the mean value of the objects in the 
cluster. 
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Input: 
k: the number of clusters, 
D: a data set containing n objects. 
Output: A set of k clusters. 
Method: 
1. Select the number of clusters. Let this number be k. 
2.  Pick k seeds as centroids of the k clusters. The seeds may 

be picked randomly unless the user has some insight into the 
data. 

3. Compute the Euclidean distance of each object in the da-
taset from each of the centroids.  

 
 

4. Allocate each object to the cluster it is nearest to based on 
the distances computed in the previous step. 

5. Compute the centroids of the clusters by computing the 
means of the attribute values of the objects in each cluster. 

6. Check if the stopping criteria has been met(the cluster 
membership is unchanged). If yes, go to Step 7. If not, go to 
Step 3. 

7.  One may decide to stop at this stage or to split a cluster 
or combine two clusters heuristically until a stopping criterion 
is met. 

4 PROPOSED METHOD 
Input: Dataset of N data points D (i = 1 to N) 
Desired number of clusters = k 
Output: N data points clustered into k clusters. 
Steps: 

1. Input the data set and value of k. 
2. If the value of k is 1 then Exit. 
3. Else 

{ 
     a) Calculate the average value of each data point.  
        1. di= x1, x2,x3,x4…xn 
        2. di(avg)=(w1*x1+w2*x2+w3*x3+…..wm*xm)/m where, 
x= attribute’s value , m= no of attributes, w= weight to multi-
ply to ensure fair distribution of cluster.  
    b) Sort the data based on average value. .  
    c)  Divide the data based on k subsets.  
    d) Calculate the mean value of each subset.  
    e) Take the nearest possible data point of the mean as the 
initial centroid for each data subsets. 
} 

4. After initialize the centroid ,  
         5. do the following steps :---- 
         6. Compute the distance of each data-point di (1<=i<=n) 
to all the centroids cj(1<=j<=k) as  d(di, cj);  
         7.  For each data-point di, find the closest centroid cj and 
Assign di to cluster j. 
         8. Set Cluster Id[i]=j and Set Nearest _Dist[i]=d(di, cj);    
// j: Id of the closest cluster 
        9.  For each cluster j (1<=j<=k), Recalculate the centroids; 
      10. Repeat 
      11. For each data-point di, Compute its distance from the 
centroid of the present nearest cluster; 

    a) If this distance is less than or equal to the present nearest 
distance, the data-point stays in the cluster; 
 b) Else for every centroid cj(1<=j<=k) compute the dis-
tanced(di, cj); 
End for; 
  12.  Assign the data-point di to the cluster with the nearest 
centroid cj 
  13.  Set ClusterId[i]=j and Set Nearest_Dist[i] = d(di, cj); 
End for (step (7)); 
  14.  For each cluster j (1<=j<=k), Recalculate the centroids 
until the convergence criteria is met. 

5 EXPERIMENTAL RESULTS AND ANALYSIS 
We evaluate our algorithm using randomly generated da-

taset and compare with various proposed methods namely 
Standard K-means Algorithm, Improve k-means Clustering 
Algorithm by Nazeer and Sebastian , Optimized Version of the 
K-Means Clustering Algorithm by Poteras , Miha˘escu and 
Mocanu. We use Oracle Data Miner (ODM) to simulate the 
result[1]. 

 

 
 

Figure 1: K-means clustering in ODM 

Fi

 Figure 2: Centroids Selection in ODM 
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Figure 3: Final Result 
The concept is described by the following example: 
Suppose n=Number of data points=19 
K=Number of cluster=2 
The given datasets Di 
(15,15,16,19,19,20,20,21,22,28, 35,40,41,42,43,44,60,61,65) 
K-means: 
Initial Cluster:  
Centroid C1=16 
Centroid C2=22 
Iteration 1:  
C1=15.35(15,15,16) 
C2=36.25(19,19,20,20,21,22,28,35,40,41,42,43,44,60,61,65) 
Iteration 2: 
C1=18.56(15,15,16,19,19,20,20,21,22) 
C2=45.90(28,35,40,41,42,43,44,60,61,65)  
Iteration 3: 
C1=19.50(15,15,16,19,19,20,20,21,22,28) 
C2=47.89(35,40,41,42,43,44,60,61,65)  
Iteration 4: 
C1=19.50(15,15,16,19,19,20,20,21,22,28) 
C2=47.89(35,40,41,42,43,44,60,61,65)  
Proposed Approach: 
Initial Centroid= After normalize and sorting the datasets, the 
total data points can be divided into k subsets. 
C1=(15+15+16+19+19+20+20+21+22)/9=18.56 
C2=(28+35+40+41+42+43+44+60+61+65)/10=45.9 
After initializing the centroids 
C1=18.56 
C2=45.9 
Iteration 1: 
C1=19.50(15,15,16,19,19,20,20,21,22,28) 
C2=47.89(35,40,41,42,43,44,60,61,65) 
After sorting the data, the proposed method only take a single 
iteration to produce the result.If there is big value most of the 
case all the algorithm failed to cluster the dataset within short 
period of time but our proposed method will produce the re-
sult with small number of iterations. 
 

 
 
 
 
 
 
 
The following tables illustrate the comparison of the proposed 
methods with the existing methods. 
 

Algorithm Data 
Points 

Number  
of Clusters 

Initial  
Cluster 

K-means Input by 
User 

Input by User Randomly 
Chosen by 
User 

Improve K-
means 

Input by 
User 

Input by User Calculated 
Value 

Optimized 
K-means 

Input by 
User 

Input by User Randomly 
Chosen by 
User 

Proposed 
Algorithm 

Input by 
User 

Computed by 
Algorithm 

Computed 
by Algorithm 

Table 1: Algortihm Training 
 

Algorithm Initial  
Centroids 

Accuracy 
(%) 

Time 
Taken   
(ms) 

Com-
plexity 

K-means 
Algorithm 

5.1,3.5,1.4,0.2 
4.3,3,1.1,0.1 
6.6,2.9,4.6,1.3 

52.6 71 O(n^2). 

(Executed 
7 times 
with ran-
domly 
selected 
initial 
centroid) 

7,3.2,4.7,1.4 
6.7,3.1,4.4,1.4 
5.1,3.5,1.4,0.2 

88.7 69  

 7,3.2,4.7,1.4 
6.7,3.1,4.4,1.4 
7.4,2.8,6.1,1.9 

89.3 70  

 7.4,2.8,6.1,1.9 
6,3,4.8,1.8 
6.7,3.1,4.4,1.4 

89.3 72  

 5.1,3.5,1.4,0.2 
4.3,3,1.1,0.1 
6,3,4.8,1.8 

52.7 70  

 6,3,4.8,1.8 
5.8,2.7,5.1,1.9 
5.1,3.5,1.4,0.2 

89.3 72  

 5.1,3.5,1.4,0.2 
7,3.2,4.7,1.4 
6.3,3.3,6,2.5 

89.3 71  

Mean 
value 

------------------
----- 

78.7 70.7  

Proposed 
Algorithm 

Computed by 
the Algo-
rithm 

88.6 67 O(nk) 

Table 2: Experimental result 
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5.1 COMPLEXITY ANALYSIS 
Complexity can be categorized into two ways. Time complexi-
ty and space complexity. Phase I of the enhanced algorithm 
requires a time complexity of O(n^2).For finding the initial 
centroids, as the maximum time required here is for compu-
ting the distances between each data point and all other data-
points in the set D. In the original k-means algorithm, before 
the algorithm converges the centroids are calculated many  
times and the data points are assigned to their nearest cen-
troids. Since complete redistribution of the data points takes 
place according to the new centroids, this takes O(nkl), where 
n is the number of data-points, k is the number of clusters and 
l is the number of iterations. To obtain the initial clusters, Al-
gorithm requires O(nk). Here, some data points remain in its 
cluster while the others move to other clusters depending on 
their relative distance from the new centroid and the old cen-
troid. This requires O(1) if a data-point stays in its cluster, and 
O(k) otherwise. Hence the total cost of this phase of the algo-
rithm is O(nk), not O(nkl). Thus the overall time complexity of 
the enhanced algorithm becomes O(n^2), since k is much less 
than n.Total time required by improved algorithm is o(nk) while 
total time required by standard k-mean algorithm is o(nkt). So 
the improved algorithm improve clustering speed and reduce 
the time complexity. 

Figure 4: Complexity analysis of different algorithms.  

6 CONCLUSION AND FUTURE WORK 
The K-means clustering algorithm is widely used for clustering 
huge amount of data. But traditional k means algorithm does not 
always produce good result. This paper presents an efficient al-
gorithm where the initial cluster is computed by the algorithm so 
that outliers can be detected and can’t slow down the process and 
generates effective clusters. The proposed algorithm has proved 
to be better than traditional K-means algorithm in terms of execu-
tion time. 
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